Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.

50, will be treated as malpractice.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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Fifth Semester B.E. Degree Examination, Dec.2019/Jan.2020
Information Theory a d Coding

3 hrs. Max. Marks: 100

Suppose you are planning a trip to Mlaml Florlda from aneapohs in the winter time. You
are receiving the following 1nformat10n from Miami Weathe

(i) Mild and Sunny day (i) Cold day (iii) Possxble snow flurries

Explain the amount of mformatlon content m each statement 06 Marks)

(08 Marks)

What is self information? Mentions its
; reasons for choosmg logarlthmlc functlon

1-P respecttVéLy. Plot the entrgpy"”;f this source versus probablllty (06 Marks)
For the firStorder Markov statistical model as shown in Fig. Q2(c)
(i) Find the probablllty of each state (i) Find H(s) and H(s" )

P

where A, B, and C are the states. (08 Marks)
1 of3

Fig.Q2(c)
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Module-2
3 a. Identify whether the codes shown in Table.Q3(a) are mstantaneous Justify your answer.
Symbols | Code'A | Code B | Code C
Sy 00 1 0
S, 01 01 100
S; 10 001 101
Sy 11 00

Table.Q3(a) (06 Marks)

Symbol
Probabilities

Construct Binary Huffman enwdmg and find its efficiency. q

! (08 Marks)
M

' OR
4 a. Write the Shannon’s En%odlng Algorithms. (06 Marks)

b. Consider the follong source with probabilitiess
—{ABCDEF} P={0.4,0.2,0.2, 0.1, 0.08, 0.02}
Find the code Words using Shannon-Fang algorithm and also find its efficiency. (06 Marks)
c. Consider the followmg discrete memoryless source:
~{SO,S1,Sz, Ss3, S4} R =40.55,0.15, 0.15, 0.1, 0.05}
Compite Huffman code by placingcomposite symbol ag high as possible. Also find average
codé word length and variance Qf the code word. (08 Marks)

&

Module-3 “
ix and also mention

. ; (06 Marks)
b. For the commumcatl&)n “channel shownw\,,n

! g.QS(b), determme Mutual Information and
¢ Assume P(Xl) 0 6 and P(X3) =0.4.

" N (06 Marks)
c. ngscuss the Binary Erasure Channel and" Iso prove that the capacity a Binary Erasure

- “Channel is C = P I its/s (08 Marks)

6 a. What is Mutual Information? Me; | on its properties. (06 Marks)
b. The noise, characterlstlcs of a chafinel shown in Fig.Q6(b). Find the capacity of a channel if
rs = 2000 symbols/sec using Muroga’s method.
P o o.R

Fig.Q6(b)

&6 > Ys (06 Marks)
c. State and rove the Shannon-Hartley Law. (08 Marks)
Com ? 2013

B
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Module-4
What are the advantages and disadvantages of Error Control,@
of controlling Errors.

The parity check bits of a (7, 4) Hamming code are gener
C,=d,+d, +d,

Ce=d,+d, +d,

C, =d, +d, +d,

where d;, d,, d; and d, are the message bits

(1) Find G and H for this code. ‘
(11) Prove that GH" = 0. ;;; (06 Marks)

€oding? Discuss the methods
' (06 Marks)

(ii) Find error dc ecting and correcting oapablllty (06 Marks)

A (7, 4) ¢y 110 code has the generator polynomlal g(X)=1+X+X’. Find the code vector

both mf%ggmatlc and non-system 1;310 form for the messa%% e bits (1101). (06 Marks)
Draw:the Encoder circuit of a cny bit shift Registers and explain it.
(08 Marks)

(16 Marks)
(04 Marks)

nse and its polynomlél
onding to input message (10111) using time and transform

(i) erfe the impulse
(i)« Find the output o
’ domain approach,

(16 Marks)
(04 Marks)

k %k 3k k %
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